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Abstract

We analyse models for panel data that arise in risk allocation problems, when a given set of sources are the cause of an aggregate risk value. We focus on the modeling and forecasting of proportional contributions to risk. Compositional data methods are proposed and the regression is flexible to incorporate external information from other variables. We guarantee that projected proportional contributions add up to 100\%, and we introduce a method to generate confidence regions with the same restriction. An illustration using data from the stock exchange is provided.
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1 Introduction

What managers have in mind when they analyse the aggregation of risks is the “diversification effect”. The different sources of risk compensate each other and the overall risk is lower than what would result from considering the sources separately.

The calculus of the contribution of each source of risk to the aggregate result corresponds exactly to the concept of \textit{risk allocation}. An allocation assigns a percent value to each component, in such a way that the contribution of that source to the aggregated value is reflected by the percentage. Naturally, risk evolves over time and so does aggregate risk as well as proportional contributions to risk. For instance, an investment in three stocks can have the largest risk in one of them at the beginning of the year, but the main source of risk may be caused
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by another stock at the end of the year. A major problem when forecasting allocations is that the sum of contributions to the aggregate risk has to be equal to 100%. This is a constraint that prediction must fulfill.

On one-period horizon, risk capital allocations have been studied intensively in the literature, with for instance game-theoretic and optimization-based approaches (see, among others, Tasche, 1999; Denuault, 2001; Buch et al., 2011; Dhaene et al., 2012; Zaks and Tsanakas, 2014; Boonen et al., 2017). Risk capital allocations problems emerge when a financial firm holds an aggregate capital determined by the regulator, and needs to allocate this capital to the business units. In this paper, our focus differs from the conventional literature in two fundamental ways. First, we are interested in the dynamics of allocations over time. Second, we do not focus on the absolute value of capital allocations, but we are interested in the proportional contributions (compositions), i.e. amounts expressed in percentages with the restriction that they have to add up to 100. Capital allocations fluctuate over time due to economic developments, but we abstract from this and model explicitly how the relative allocations to sources of risk evolve over time. We refer to the relative allocations as risk allocations.

We claim that the methods presented here are useful to analyze the past behaviour of risk allocations and to predict future values together with confidence intervals. This aspect has not been considered before by previous authors. The analysis is then flexible enough to analyze a panel of $n$ different sources of risk and their corresponding contributions to the overall result along time, that is over $T$ periods. We also consider the possibility of introducing external information from other variables, such as market uncertainty, the external evolution of the economy or other indicators. Our results facilitate decision-making processes in enterprise management that need to consider the dynamics of risk allocations. This is simply done, by means of the compositional panel data regression that incorporates other external variables.

The dynamics of allocations are modeled using compositional time series regressions. Modeling multivariate time series of compositional data have gained some attention in last years (Kynclová et al., 2015; Snyder et al., 2017; Perez-Foguet et al., 2017). These previous studies focused on the expected projections. However, a major issue in risk management is the analysis of possible deviations to expectations. We propose a methodology to compute compositional confidence intervals of projections over time. Projected compositions over these confidence intervals provide valuable information to risk managers of allocations under less likely scenarios.

Applications of compositional techniques in risk-management are scarcely found in the literature. Belles-Sampera et al. (2016) show the connection between capital allocation principles and compositional data for a one-period horizon. The authors apply compositional techniques to compute the distance between a set of risk allocation solutions and to compute the distance between them, but they do not address forecasting problems. Verbelen et al. (2016) study compositional re-
gression models in motor insurance pricing, but they do not study the
time series and forecasting.
The article is organized as follows. The vector space structure of
compositional data is introduced in the next section. In Section 3,
risk allocation models are described. The regression model and the
confidence regions for compositional data are presented in Section 4.
Section 5 shows the numerical illustration. Concluding remarks can be
found in Section 6.

2 The clr and ilr operations

In this section, we review notation and operators for compositional
data. Unless mentioned otherwise, we assume that vectors have length
$n > 1$. The set of compositions is denoted by the following simplex:

$$S^n = \left\{ x = (x_1, \ldots, x_n) : x_i \geq 0, \sum_{i=1}^{n} x_i = 1 \right\}.$$ (2.1)

For econometric modelling, it is not convenient that the range of
compositional data is constrained. Therefore, we transform compo-
sitional data to allow for the range $\mathbb{R}$ per coordinate. In this way,
we can construct a regular econometric model to forecast the com-
positions. The first isometric transformation we use is the centered
log-ratio transformation ($\text{clr}$)

$$\text{clr}(x) = \left( \ln \frac{x_i}{g(x)} \right)_{i=1, \ldots, n}, \text{ with } g(x) = \left( \prod_{i=1}^{n} x_i \right)^{1/n}. \quad (2.2)$$

where the log ratio of the vector is applied component-wise. The
inverse clr transformation is straightforward: if $x^* = \text{clr}(x)$, then
$x = C[\exp(x^*)]$, where the exponential is applied by components and
where $C$ is the closing function:

$$C(x) = \frac{x}{\sum_{i=1}^{n} x_i}.$$ 

By definition, the clr transformed components sum up to zero. This
may be a source of problems when doing statistical analysis, as, e.g.,
the variance matrix of a clr-transformed composition is singular (van den

Note that $\text{clr}(x) \in \mathbb{R}^n$. We define the isometric logratio transfor-
mation, denoted by $\text{ilr}(x) \in \mathbb{R}^{n-1}$, as follows. There exist an isometric
linear mapping between the simplex $S^n$ and the $(n - 1)$-dimensional
Euclidean space $\mathbb{R}^{n-1}$. This mapping is called the isometric log-ratio
transformation ($\text{ilr}$).

The isometry is constructed by representing the result in a basis of
the $(n - 1)$-dimensional image space of the clr transformation. This
is constructed by taking an orthonormal basis of $\mathbb{R}^n$ including the
vector $v_n = (1, \ldots, 1)$, i.e., some $(n - 1)$ linearly independent vectors
$\{v_1^*, \ldots, v_{n-1}^*\}$. In computational terms, one can arrange the vectors
by columns in a \( n \times (n - 1) \)-element matrix, denoted by \( V \) (a contrast matrix), with the following properties:

- \( V \) is a quasi-orthonormal matrix, as
  \[
  V^T \cdot V = 1_{n-1}, \quad \text{and} \quad V \cdot V^T = 1_n - \frac{1}{n} 1_{n \times n},
  \quad (2.3)
  \]
  where \( 1_n \) is the \( n \times n \) identity matrix, and \( 1_{n \times n} \) is a \( n \times n \) matrix full of ones.
- The columns of \( V \) sum up to zero,
  \[
  1 \cdot V = 0,
  \quad (2.4)
  \]
  where \( 1 \) indicates a row vector of ones.

Thanks to these properties, we can find simple expressions to have an equivalence between coordinates \( \zeta \) and compositions \( x \):

\[
\text{clr}(x) \cdot V = \ln(x) \cdot V := \text{ilr}(x),
\]

\[
\text{ilr}^{-1}(\zeta) = C[\exp(\zeta \cdot V^T)].
\]

Through these expressions, we also defined explicitly the so-called isometric logratio transformation (ilr): this is nothing else than a transformation that provides the coordinates of any composition with respect to a given orthonormal basis. There are as many ilr as orthonormal basis can be defined, as well as matrices \( V \) satisfying (2.3) and (2.4).

Note that the operation ilr depends on \( V \), and in the sequel of this paper we will fix \( V \) as follows. The sequential binary partition proposed by Egozcue et al. (2003) has been broadly used because it allows the interpretation in terms of grouped parts of the composition. To create the first coordinate, the parts of the composition are divided into two groups. Parts in the first group are coded +1 and placed in the numerator. Parts in the second group are coded −1 and placed in the denominator. The first coordinate describes the balance between these two groups. In the second and following steps, each group is in turn divided into two groups. The splitting process of a group stops when it only has one component, which is coded 0 in the subsequent steps.

Each coordinate describes the balance between two groups: +1 parts and −1 parts. For this reason, coordinates are also called balances. In step \( k \), coordinate ilr(\( x \))\(_k\) (balance \( z_k \)) is created as follows. The \( r_k \) parts of the first group and \( s_k \) parts of the second group have elements \((x_{i1}, x_{i2}, \ldots, x_{i_r})\) and \((x_{d1}, x_{d2}, \ldots, x_{d_s})\), respectively, where \( r_k \) indicates the number of parts that takes value +1 and \( s_k \) the number of parts that takes value −1 in step \( k \). The isometric log-ratio transformation ilr(\( x \))\(_k\) is given by

\[
z_k = \text{ilr}(x)_k = \sqrt{\frac{r_k \cdot s_k}{r_k + s_k}} \ln \left( \frac{x_{i1} \cdots x_{ir_k}}{(x_{j1} \cdots x_{js_k})^{1/s_k}} \right)^{1/r_k}, \quad k = 1, \ldots, n - 1.
\]

The number of steps to obtain a single component in each group is exactly \( n - 1 \).
3 Allocation models

An allocation problem arises when an amount associated to the whole has to be distributed among its parts. Many previous studies deal with the analysis of capital allocation problems in risk management where an economic amount is fixed to cover the risk (see, among others, Tsanakas, 2004; Kalkbrener, 2005; Dhaene et al., 2012; Tsanakas, 2009; Urbina and Guillen, 2014; Zaks and Tsanakas, 2014). In this section, we briefly discuss two well-known allocation methods: the proportional rule and the Euler rule.

We assume that at time $t$ the amount to share among parts is associated with the positive random variable $Y_{t+1}|F_t$, where $Y_{t+1}$ indicates the (unknown) value of the aggregate investment at time $t+1$ and $F_t$ is the information set at time $t$. Positive random variable in risk management can also indicate loss severity, for example. Let us assume that the aggregate investment consists of $n$ different assets, where $Y_{i,t+1}$ is the positive random variable indicating the investment value of the $i$-th asset at time $t+1$, i.e. $Y_{t+1} = \sum_{i=1}^{n} Y_{i,t+1}$.

The value to allocate among the $n$ parts is computed by means of a risk measure, $\rho$. A risk measure $\rho$ maps random variables into real numbers. We want to allocate a strictly positive amount to the $n$ assets that are $F_t$-measurable. The proportional risk allocation criterion is frequently followed to allocate the risk value among the parts. At time $t$ the risk proportion allocated to asset $i$ is given by

$$\frac{\rho(Y_{i,t+1}|F_t)}{\sum_{j=1}^{n} \rho(Y_{j,t+1}|F_t)}.$$ (3.1)

Here, $\rho(Y_{i,t+1}|F_t)$ is the value that the risk measure assigns at time $t$ to the investment value of the $i$-th asset in next period. Obviously, the sum of risk proportions allocated to all assets is equal to one. The main drawback of the simple risk allocation principle defined in (3.1) is that it does not take into account dependencies between parts. To take into account dependency, the Euler risk allocation method can be used. Following the Euler allocation (Tasche, 1999; Denault, 2001), at time $t$ the risk proportion allocated to asset $i$ is given by

$$\frac{\partial}{\partial \lambda_i} \rho\left(\sum_{j=1}^{n} \lambda_j Y_{j,t+1}|F_t\right)\bigg|_{\lambda=(1,\ldots,1)}.$$ (3.2)

where $\lambda_i$ indicates the number of units of the $i$-th asset, $i = 1, \ldots, n$. The expression $\frac{\partial}{\partial \lambda_i} \rho\left(\sum_{j=1}^{n} \lambda_j Y_{j,t+1}|F_t\right)\bigg|_{\lambda=(1,\ldots,1)}$ can be interpreted as the partial contribution of $Y_{i,t+1}$ to the value that the risk measure assigns to the aggregate random variable $Y_{t+1}$. If the risk measure is positively homogeneous, it holds that (Tasche, 1999):

$$\rho(Y_{t+1}|F_t) = \sum_{i=1}^{n} \frac{\partial}{\partial \lambda_i} \rho\left(\sum_{i=1}^{n} \lambda_i Y_{i,t+1}|F_t\right)\bigg|_{\lambda=(1,\ldots,1)}.$$  

Therefore, Euler allocation involving positively homogeneous risk measures guarantees full risk allocation, i.e. the sum of risk proportions
obtained by expression (3.2) is equal to one.

Some popular examples of positively homogeneous risk measures are the Value-at-Risk (VaR) and the conditional Value-at-Risk (Buch et al., 2011; Cossette et al., 2012; Asimit et al., 2011). Let us consider \( \alpha \in (0, 1) \). The Value-at-Risk measure at confidence level \( \alpha \) is defined as

\[ \rho(Y_{i,t+1} | \mathcal{F}_t) = \text{VaR}_\alpha(Y_{i,t+1} | \mathcal{F}_t) = \sup \{ y \mid F_{Y_{i,t+1} | \mathcal{F}_t}(y) \leq 1 - \alpha \}. \]

If the cumulative distribution function \( F_{Y_{i,t+1} | \mathcal{F}_t} \) is continuous and strictly increasing then \( \text{VaR}_\alpha(Y_{i,t+1} | \mathcal{F}_t) = F_{Y_{i,t+1} | \mathcal{F}_t}^{-1}(1 - \alpha) \), where \( F^{-1} \) is the quantile distribution function. The conditional Value-at-Risk can be understood as the expectation that conditional on the event that the risk exceeds the VaR. In this article, the Value-at-Risk risk measure is considered for the application. The chosen allocation method is the one based on the Euler rule.

4 Method

We show our regression model in Section 4.1, and our method to construct confidence intervals of our predictions in Section 4.2.

4.1 Regression model

Let \( X_t \) be a composition for all \( t \). We assume that there are no zeros in the compositional data vector \( X_t \). We build a regression model with compositional response:\(^1\)

\[ \text{ilr}(X_t) = b + B \cdot \text{ilr}(X_{t-1}) + \varepsilon_t, \tag{4.1} \]

with \( \text{ilr} \) the ilr transformation, \( b \) is a vector of parameters in \( \mathbb{R}^{n-1} \), \( B \) is an \( (n-1) \times (n-1) \) matrix of parameters in the real space, and \( \varepsilon_t \sim \mathcal{N}_{n-1}(0, \Sigma_\varepsilon) \). Point predictions of compositions are invariant on the choice of the orthonormal basis for the isometric logratio transformation (Snyder et al., 2017).

Secondly, we propose the following model:

\[ \text{ilr}(X_t) = b + B \cdot \text{ilr}(X_{t-1}) + \gamma \cdot W_t + \varepsilon_t, \tag{4.2} \]

where \( W_t \) is a set of control variables (vector of dimension \( r \)) and \( \gamma \) is the \( (n-1) \times r \) matrix of coefficients defined in the real space. This is a vector auto-regression model with exogenous variables. We include only one control variable. We include the total amount to allocate among the parts \( W_t = \rho(Y_{t+1} | \mathcal{F}_t) \), i.e. the total risk measure value of the investment at time \( t + 1 \) evaluated at time \( t \).

\(^1\)For a geometric interpretation on the simplex \( S^n \), we refer to Kynclová et al. (2015). Such a geometric interpretation requires the introduction of special perturbation and powering operators for compositions (Aitchison and Egozcue, 2005).
For forecasting $X_t$, we need to forecast $W_t$ as well. We propose to forecast $W_t$ with an AR(1) model, i.e.,

$$W_t = \alpha + \beta W_{t-1} + \zeta_t,$$

with $\zeta_t \sim N(0, \sigma^2_\zeta)$.

Finally, we compare the regression model with compositional data with a naive model. The naive model is an AR(1) model:

$$X_t = c + D \cdot X_{t-1} + \varepsilon_t,$$  \hspace{1cm} (4.3)

where $c$ is an $(n \times 1)$ vector and $D$ an $(n \times n)$ diagonal matrix, both defined in the real space, and $\varepsilon_t$ has an $n$-dimensional multivariate normal distribution with expectation $0$ and covariance matrix $\Sigma_\varepsilon$. Note that in this model, the forecasts do not need to be in $S^n$, i.e., the forecast may not be compositional.

### 4.2 Confidence interval of predictions

We use bootstrapping methods to compute confidence intervals of predictions. We first simulate the predictive distribution for the next $r$ periods. At time $t$, the algorithm design to the next period (the first unobserved period) is as follows:

1. We simulate $S$ matrices of estimated coefficients $\hat{B}^s$, based on $N(\hat{B}, \text{var}(\hat{B}))$.
2. We estimate $\text{ilr}(\hat{X}_{t+1})^s = \text{ilr}(X_t) \cdot \hat{B}^s$ for $s = 1, \ldots, S$.
3. We simulate $S$ error matrices $\varepsilon^s$ based on $N_{n-1}(0, \Sigma_\varepsilon)$.
4. The prediction error is incorporated $\text{ilr}(\tilde{X}_{t+1})^s = \text{ilr}(\hat{X}_{t+1})^s + \varepsilon^s$ for $s = 1, \ldots, S$.

With this algorithm, $S$ simulated forecasts of $\text{ilr}(\tilde{X}_{t+1})$ are obtained. Note that parameter uncertainty is included in step 2. Steps 3 and 4 include uncertainty associated to the process (prediction). This is a common way to simulate the predictive distribution by bootstrapping. The predictive distribution could be easily estimated, for instance, by means of non-parametric methods or fitting a parametric distribution. To obtain the predicted $\alpha$-confidence region, we identify the $\alpha$ percent of the simulated forecasts with the highest Euclidean distance to the $E[\text{ilr}(\tilde{X}_{t+1})]$, where $E[\text{ilr}(\tilde{X}_{t+1})] = \text{ilr}(X_t) \cdot \hat{B}$. Finally, the inverse of the ilr transformation is considered to expressed $\text{ilr}(\tilde{X}_{t+1})$ as projected compositions, $\tilde{X}_{t+1}$.

Similarly, the algorithm design to the remaining periods is as follows:

1. We simulate $S$ matrices of estimated coefficients $\hat{B}^s$, based on $N(\hat{B}, \text{var}(\hat{B}))$.
2. We estimate $\text{ilr}(\tilde{X}_{t+r})^s = \text{ilr}(\tilde{X}_{t+r-1})^s \cdot \hat{B}^s$ for $s = 1, \ldots, S$ and $r > 1$. 
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3. We simulate $S$ error matrices $\varepsilon^s$ based on $N_{n-1}(0, \Sigma_\varepsilon)$.
4. The prediction error is incorporated $\text{i}lr(\hat{X}_{t+r})^s = \text{i}lr(\hat{X}_{t+r})^s + \varepsilon^s$ for $s = 1, ..., S$.

At any projected period, $t+r$ with $r > 1$, the predicted $\alpha$-confidence regions are again obtained identifying the $\alpha$ percent of the simulated forecasts with the highest Euclidean distance to the $E[\text{i}lr(\hat{X}_{t+r})]$, where $E[\text{i}lr(\hat{X}_{t+r})] = E[\text{i}lr(\hat{X}_{t+r-1})] \cdot B$.

5 Numerical illustration

In this section, we provide the main econometric analysis of this paper based on the data as described in Section 5.1. The two main models that we study are (4.1) and (4.2), which we will compare with the naive model in (4.3). Results were obtained in the programming language R, with packages \textit{vars} (Pfaff and Stigler, 2013), \textit{robCompositions} (Templ et al., 2017), and \textit{compositions} (van den Boogaart et al., 2015).

5.1 Data

We assume that $n = 3$, and that an investor selects the S&P 500 index, the DAX index, and the CAC 40 index, respectively. We use these indexes from January 1st, 2000, to December 31st, 2016, and monitor for every working day their daily value. We consider a buy-and-hold portfolio with an initial equal investment to each index on January 1st, 2000. The original aggregate investment in the portfolio was 100,000 dollars. The daily value of the investment in each index is considered a source of risk, and the aggregated daily value of the portfolio has an overall risk, which is displayed in Figure 1.

The time series is divided in monthly periods. We calculate every month (20 workings days) the 95%-Value-at-Risk of the empirical distribution of the aggregate daily portfolio value. In this manner, we construct the compositional data, which consists of 210 compositions $(x_1, x_2, x_3)$.

First, we assume that the risk allocation is determined by the Euler rule, as defined in (3.2). In this way, we construct the compositional risk allocation. We display the compositional data in Figure 2. The dynamics of risk allocations over time are shown. We observe the decreasing evolution of the third index risk contribution, which is the CAC 40 index, so this index is the least risky one. The classical form to display three-part compositions is by means of ternary diagrams. We provide a ternary diagram of the compositions in the simplex $S^3$ in Figure 3.

We now express the compositional data with respect to an orthonormal basis of the underlying vector space with Euclidean structure. We use the sequential binary partition shown in (2.5). Table 1 shows the choice of the sequential binary partition for this example and Table 2
Figure 1: Evolution of the aggregate daily value of a portfolio that invests 100,000 units in the S&P 500 index, the DAX index, and the CAC 40. The investment is equally split in the three components on January 1st, 2000 and the investment goes on until December 31st, 2016.
Figure 2: Evolution of the compositional data that capture the relative contribution of each index to the overall risk. Here, the solid line is the relative risk due to the S&P 500 index, the dashed line is the relative risk due to the DAX index, and the dotted line is the relative risk caused by the CAC 40.

Figure 3: A ternary diagram of the compositional data in our numerical illustration.
shows the associated contrast matrix of this sequential binary partition.

<table>
<thead>
<tr>
<th>Order</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$r$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1$</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$z_2$</td>
<td>0</td>
<td>+1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: A 3-dimensional sequential binary partition.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sqrt{\frac{2}{3}}$</td>
<td>$-\frac{1}{2}\sqrt{\frac{2}{3}}$</td>
<td>$-\frac{1}{2}\sqrt{\frac{2}{3}}$</td>
</tr>
<tr>
<td>0</td>
<td>$\sqrt{\frac{1}{2}}$</td>
<td>$-\sqrt{\frac{1}{2}}$</td>
</tr>
</tbody>
</table>

Table 2: The contrast matrix $V^T$ associated with the sequential binary partition in Table 1.

This particular choice of sequential binary partition leads to the following balances,

$$z_1 = \sqrt{\frac{2}{3}} \ln \frac{x_1}{\sqrt{x_2 \cdot x_3}}$$

$$z_2 = \frac{1}{\sqrt{2}} \ln \frac{x_2}{x_3}.$$  \hspace{1cm} (5.1)

With this transformation, balance $z_1$ contains relative information (ratio) of the part $x_1$ to the parts $x_2$ and $x_3$, and balance $z_2$ only relative information of the part $x_2$ to the part $x_3$. Note that $x_1$, $x_2$ and $x_3$ indicate the proportion of the 95% VaR risk portfolio value associated to the investment in the S&P 500 index, the DAX index, and in the CAC 40 index, respectively.

5.2 Coefficient estimates

Table 3 shows the parameter estimates for the models in (4.1), (4.2), and (4.3). The coefficient associated with the lag is statistically significant at the 0.05 significance level in all three model specifications (original scale or ilr transformation). So, information of the value of the balance (or the original scaled part) at time $t$ has explanatory capacity on the estimation of its value at time $t + 1$. 
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Parameter | Model (4.1) | Model (4.2) | Model (4.3) |
--- | --- | --- | --- |
\(b_1\) or \(c_1\) | 0.0034 (0.248) | 0.0251 (0.009)* | 0.0146 (0.041)* |
\(b_2\) or \(c_2\) | 0.0017 (0.404) | -0.0066 (0.320) | 0.0036 (0.356) |
\(c_3\) | 0.0017 (0.404) | -0.0066 (0.320) | -0.0007 (0.713) |
\(B_{1,1}\) | 0.9590 (0.000)* | 0.9503 (0.000)* | 0.9600 (0.000)* |
\(B_{2,1}\) | 0.0119 (0.228) | 0.0324 (0.013)* | 0.9911 (0.000)* |
\(B_{1,2}\) | 0.0072 (0.595) | 0.0105 (0.443) | 1.0003 (0.000)* |
\(B_{2,2}\) | 0.9994 (0.000)* | 0.9915 (0.000)* | 0.9911 (0.000)* |
\(D_{1,1}\) | 0.0017 (0.404) | -0.0066 (0.320) | 0.0036 (0.356) |
\(D_{2,2}\) | 0.0072 (0.595) | 0.0105 (0.443) | 1.0003 (0.000)* |
\(D_{3,3}\) | 0.9994 (0.000)* | 0.9915 (0.000)* | 0.9911 (0.000)* |
\(\gamma_1\) | \(-2.874 \cdot 10^{-7}\) (0.018)* | 0.9600 (0.000)* | 0.9911 (0.000)* |
\(\gamma_2\) | \(1.097 \cdot 10^{-7}\) (0.191) | 1.0003 (0.000)* | 1.0003 (0.000)* |

Table 3: OLS parameter estimates of Models (4.1), (4.2), and (4.3) and their p-values (in brackets). * refers to significance at the 0.05 significance level.

An interesting result is observed with the output of model (4.2) is analysed. Coefficient estimate of the balance \(z_1\) is statistically significant at the 0.05 significance level when the dependent variable is the balance \(z_2\). According to this result, the relative information (ratio) of the part \(x_1\) to the parts \(x_2\) and \(x_3\), at time \(t\) would be relevant to estimate the relative information of the part \(x_2\) to the part \(x_3\) at time \(t+1\). That is, the proportion of the 95% VaR risk portfolio value associated to the investment in the S&P 500 index in relation to the investment in the DAX index and in the CAC 40 index would be informative to estimate in the next month the proportion of the 95% VaR risk portfolio value associated to the investment in the DAX index in relation to the investment in the CAC 40 index. Note that this coefficient estimate is not significant at the 0.05 significance level in model (4.1).

Additionally, we find that the exogenous variable \(W_t\) in Model (4.2) has a statistically significant parameter estimate at the 0.05 significance level. This result would suggest that information of the size of the 95% VaR risk portfolio value at time \(t\) has explanatory capacity to estimate the value of the balance \(z_1\) at time \(t+1\), i.e. the VaR risk value of the portfolio would be informative to estimate in next period the proportion of the 95% VaR risk portfolio value associated to the investment in the S&P 500 index in relation to the investment in the DAX and CAC 40 indices.

### 5.3 Model selection

First, we compare the models in (4.1) and (4.2). Both models are Vector Autoregressive (VAR) models, with or without an exogenous variable. For such models, we can include more lags. For model selection, we consider the following two well-known information criteria,
Akaike’s information criterion (AIC, Akaike 1973) and the Bayesian information criterion (BIC, Schwarz 1978):

\[ \text{AIC} = -2\ell + 2K, \]
\[ \text{BIC} = -2\ell + \ln(N)K, \]

where \( \ell \) is the log-likelihood with the estimated parameters, \( K \) the number of parameters, and \( N \) the number of observations. The model with the smallest AIC/BIC is selected. Yang (2005) explains the differences between the AIC and BIC and van den Boogaart and Tolosana-Delgado (2013) argue that the use of the AIC and BIC levels for model selection with compositional data is suitable. The AIC and BIC are invariant to the choice of the contrast matrix \( V \) for the ilr transformation (Kynclová et al., 2015).

For Model (4.1) and Model (4.2), we find that adding more lags leads to a higher AIC and BIC, and so the formulation in (4.1) and (4.2) with only one lag is preferred. We display the AIC and BIC levels for the models in (4.1) and (4.2) with one lag in Table 4, and find that the AIC and BIC levels do not provide the same model selection conclusion. Therefore, we will continue with studying both models.

<table>
<thead>
<tr>
<th></th>
<th>Model (4.1)</th>
<th>Model (4.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-likelihood ( \ell )</td>
<td>989.2</td>
<td>992.4</td>
</tr>
<tr>
<td>AIC</td>
<td>-1,966.3</td>
<td>-1,968.8</td>
</tr>
<tr>
<td>BIC</td>
<td>-1,946.3</td>
<td>-1,942.1</td>
</tr>
</tbody>
</table>

Table 4: The log-likelihood, AIC and BIC levels for Models (4.1) and (4.2).

We continue with forecasting our models. We display the point forecasts for 10 periods in Table 5. These forecasts confirm that for Model 4.3 the forecasts do not need to be compositional.

In the case of the naive model (Model (4.3)), we observe that the sum of forecasts are not equal to the unity for any of the projected periods. Therefore, the aggregate risk is not allocated among the risk units. Note that the distance between the aggregated forecasts and the unity increases as the projected period does. It is due to the fact the error is accumulated with time. So, forecasts should be considered with extreme caution for far-off projections under this naive approach.

Next, we test our forecast accuracy via backtesting. Recall that our data-set contains 210 periods. For a jump-off period \( k \in \{200, \ldots, 209\} \), we study the forecast performance using the root mean squared forecast error (RMSFE):

\[
\text{RMSFE}(k, m) = \sqrt{\frac{1}{210-k} \sum_{t=k+1}^{210} \| X_t - \hat{X}_t^{k,m} \|^2}, \quad (5.2)
\]

where \( \hat{X}_t^{k,m} \) is the at time \( k \)-forecasted composition using model \( m \) for the period \( t \) (see Table 5). The forecast accuracy is best for the model with the lowest RMSFE.
<table>
<thead>
<tr>
<th>Period</th>
<th>S&amp;P 500</th>
<th>DAX</th>
<th>CAC 40</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model (4.1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t + 1$</td>
<td>0.3872</td>
<td>0.4130</td>
<td>0.1998</td>
<td>1</td>
</tr>
<tr>
<td>$t + 2$</td>
<td>0.3864</td>
<td>0.4128</td>
<td>0.2009</td>
<td>1</td>
</tr>
<tr>
<td>$t + 3$</td>
<td>0.3856</td>
<td>0.4125</td>
<td>0.2019</td>
<td>1</td>
</tr>
<tr>
<td>$t + 4$</td>
<td>0.3849</td>
<td>0.4122</td>
<td>0.2029</td>
<td>1</td>
</tr>
<tr>
<td>$t + 5$</td>
<td>0.3842</td>
<td>0.4119</td>
<td>0.2039</td>
<td>1</td>
</tr>
<tr>
<td>$t + 6$</td>
<td>0.3835</td>
<td>0.4116</td>
<td>0.2049</td>
<td>1</td>
</tr>
<tr>
<td>$t + 7$</td>
<td>0.3829</td>
<td>0.4113</td>
<td>0.2058</td>
<td>1</td>
</tr>
<tr>
<td>$t + 8$</td>
<td>0.3823</td>
<td>0.4110</td>
<td>0.2068</td>
<td>1</td>
</tr>
<tr>
<td>$t + 9$</td>
<td>0.3817</td>
<td>0.4106</td>
<td>0.2077</td>
<td>1</td>
</tr>
<tr>
<td>$t + 10$</td>
<td>0.3811</td>
<td>0.4103</td>
<td>0.2086</td>
<td>1</td>
</tr>
<tr>
<td><strong>Model (4.2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t + 1$</td>
<td>0.3856</td>
<td>0.4159</td>
<td>0.1985</td>
<td>1</td>
</tr>
<tr>
<td>$t + 2$</td>
<td>0.3835</td>
<td>0.4183</td>
<td>0.1981</td>
<td>1</td>
</tr>
<tr>
<td>$t + 3$</td>
<td>0.3816</td>
<td>0.4207</td>
<td>0.1978</td>
<td>1</td>
</tr>
<tr>
<td>$t + 4$</td>
<td>0.3798</td>
<td>0.4228</td>
<td>0.1974</td>
<td>1</td>
</tr>
<tr>
<td>$t + 5$</td>
<td>0.3782</td>
<td>0.4248</td>
<td>0.1969</td>
<td>1</td>
</tr>
<tr>
<td>$t + 6$</td>
<td>0.3768</td>
<td>0.4267</td>
<td>0.1965</td>
<td>1</td>
</tr>
<tr>
<td>$t + 7$</td>
<td>0.3755</td>
<td>0.4285</td>
<td>0.1960</td>
<td>1</td>
</tr>
<tr>
<td>$t + 8$</td>
<td>0.3743</td>
<td>0.4301</td>
<td>0.1955</td>
<td>1</td>
</tr>
<tr>
<td>$t + 9$</td>
<td>0.3733</td>
<td>0.4317</td>
<td>0.1950</td>
<td>1</td>
</tr>
<tr>
<td>$t + 10$</td>
<td>0.3724</td>
<td>0.4331</td>
<td>0.1945</td>
<td>1</td>
</tr>
<tr>
<td><strong>Model (4.3)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t + 1$</td>
<td>0.3871</td>
<td>0.4131</td>
<td>0.1981</td>
<td>0.9984</td>
</tr>
<tr>
<td>$t + 2$</td>
<td>0.3862</td>
<td>0.4130</td>
<td>0.1975</td>
<td>0.9968</td>
</tr>
<tr>
<td>$t + 3$</td>
<td>0.3854</td>
<td>0.4129</td>
<td>0.1969</td>
<td>0.9952</td>
</tr>
<tr>
<td>$t + 4$</td>
<td>0.3846</td>
<td>0.4128</td>
<td>0.1963</td>
<td>0.9937</td>
</tr>
<tr>
<td>$t + 5$</td>
<td>0.3838</td>
<td>0.4127</td>
<td>0.1956</td>
<td>0.9922</td>
</tr>
<tr>
<td>$t + 6$</td>
<td>0.3831</td>
<td>0.4126</td>
<td>0.1950</td>
<td>0.9907</td>
</tr>
<tr>
<td>$t + 7$</td>
<td>0.3824</td>
<td>0.4125</td>
<td>0.1944</td>
<td>0.9893</td>
</tr>
<tr>
<td>$t + 8$</td>
<td>0.3817</td>
<td>0.4123</td>
<td>0.1938</td>
<td>0.9878</td>
</tr>
<tr>
<td>$t + 9$</td>
<td>0.3811</td>
<td>0.4122</td>
<td>0.1931</td>
<td>0.9865</td>
</tr>
<tr>
<td>$t + 10$</td>
<td>0.3805</td>
<td>0.4121</td>
<td>0.1925</td>
<td>0.9851</td>
</tr>
</tbody>
</table>

Table 5: Point forecasts of the Model (4.1), (4.2), and (4.3) for 10 periods. Here, $t = 210$ is the last sample period.
We show the RMSFE for all values of \( k \in \{200, \ldots, 209\} \) in Table 6. We find that Model (4.3) never has the lowest RMSFE for all jump-off periods. Hence, using a compositional model improves the forecast accuracy. There is however mixed evidence about the model selection for Models (4.1) and (4.2).

<table>
<thead>
<tr>
<th>( k )</th>
<th>Model (4.1)</th>
<th>Model (4.2)</th>
<th>Model (4.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>209</td>
<td>0.0023</td>
<td>0.0040</td>
<td>0.0028</td>
</tr>
<tr>
<td>208</td>
<td>0.0051</td>
<td>0.0034</td>
<td>0.0054</td>
</tr>
<tr>
<td>207</td>
<td>0.0036</td>
<td>0.0060</td>
<td>0.0038</td>
</tr>
<tr>
<td>206</td>
<td>0.0107</td>
<td>0.0062</td>
<td>0.0115</td>
</tr>
<tr>
<td>205</td>
<td>0.0110</td>
<td>0.0061</td>
<td>0.0126</td>
</tr>
<tr>
<td>204</td>
<td>0.0112</td>
<td>0.0048</td>
<td>0.0133</td>
</tr>
<tr>
<td>203</td>
<td>0.0087</td>
<td>0.0136</td>
<td>0.0105</td>
</tr>
<tr>
<td>202</td>
<td>0.0072</td>
<td>0.0095</td>
<td>0.0107</td>
</tr>
<tr>
<td>201</td>
<td>0.0185</td>
<td>0.0248</td>
<td>0.0199</td>
</tr>
<tr>
<td>200</td>
<td>0.0108</td>
<td>0.0144</td>
<td>0.0132</td>
</tr>
</tbody>
</table>

Table 6: The RMSFE(\( k, m \)) for various jump-off periods \( k \) and models \( m \), that are (4.1), (4.2), or (4.3).

A frequent task in the context of multivariate time series analysis is testing for causality. For that reason, Granger causality was introduced, which represents a statistical concept that is based on prediction. This is a pairwise time series analysis that indicates if past values of a time series contain information to predict future values of another time series. In other words, we are interested in testing whether one variable could help to improve predictions of the variable of interest. This is done by including the variable with several lags, and test whether it improves statistically the predictions of the variable of interest. We check Granger causality of our ilr-transformed data and the aggregate risk level \( W_t \) in Table 7. We only find statistical evidence that \( \text{ilr}(X_t) \) Granger causes \( Z_t \). So, effects of \( W_t \) are partially caused by changes in the composition \( \text{ilr}(X_t) \), but not the other way around. Therefore, we have no evidence that \( W_t \) has an explanatory effect on \( \text{ilr}(X_t) \). That is, information of the proportion of the 95% VaR risk portfolio value associated to the investment in the S&P 500 index in relation to the investment in the DAX and CAC 40 indices is informative to predict the size of the 95% VaR risk portfolio. The inverse does not hold.

To sum up, we find no strong indicators to prefer Model (4.2) above Model (4.1). Moreover, Model (4.3) provides no compositional forecasts.
Null hypothesis | p-value
---|---
ilr($X_t)_1$ does not Granger cause ilr($X_t)_2$ | 0.595
nilr($X_t)_2$ does not Granger cause ilr($X_t)_1$ | 0.228
nilr($X_t)_1$ does not Granger cause $W_t$ | 0.007*
ilr($X_t)_2$ does not Granger cause $W_t$ | 0.098
$W_t$ does not Granger cause ilr($X_t)_1$ | 0.943
$W_t$ does not Granger cause ilr($X_t)_2$ | 0.942

Table 7: Tests for Granger causality of the compositional data, and the variable $W_t$.

5.4 Confidence interval of predictions

In this section, we study the confidence intervals of the forecasted compositional risk allocations. We apply the simulation approach of Section 4.2. We proceed our analysis by with focusing only on Model 4.1.

In Figure 4, we display a three-dimensional scatter-plot of compositional simulations for the ten projected periods. Note that compositional simulations seems to be in the shape of ellipsoids with axes increasing with time projected periods. The center of the ellipsoids are the point compositional forecasts. We see that all simulations are compositional, as they are elements of $S^3$. Moreover, the 5% simulated forecasts with the highest Euclidean distance to the point forecast in the simplex are shown in Figure 5.

Some descriptive statistics can be computed for simulated forecasts. In Table 8 we compare at each projection period the correlation between simulated compositional forecasts expressed in ilr coordinates (all simulated balances) and the correlation between the 5%-of simulated balances with the associated highest Euclidean distance (simulated balances in the 95% confidence region).

The estimated correlation is weaker as the forecasting period is farther in the future. This result is expected. Note that balance $z_1$ is based on the ratio of $x_1$ with $x_2$ and $x_3$ and balance $z_2$ on the ratio of $x_2$ with $x_3$. The projected value of $z_1$ provides less information on the projected value of $z_2$ as the projection is further in the future, and inverse.

In fact, a weak estimated correlation is observed in all periods when all simulations are considered. The proportion of the 95% VaR risk portfolio value associated to the investment in the S&P 500 index in relation to the investment in the DAX index and in the CAC 40 index would be weakly correlated with the simulated prediction of the proportion of the 95% VaR risk portfolio value associated to the investment in the DAX index in relation to the investment in the CAC 40 index. However, this conclusion varies when simulations in the confidence re-

---

2Alternatively, simulations could be represented in a two-dimensional contour ternary diagram.
Figure 4: A scatter-plot of the simulated compositional forecasts for ten projected periods. Here, $t = 210$ is the last sample period.

Figure 5: A scatter-plot of the 5% simulated compositional forecasts with the highest Euclidean distance for 10-projected periods. Here, $t = 210$ is the last sample period.
### Table 8: Correlation between simulated balances for all simulations and for the 5% simulations with the highest Euclidean distance. Here, $t = 210$ is the last sample period.

<table>
<thead>
<tr>
<th>Forecasting period</th>
<th>Correlation (all simulations)</th>
<th>Correlation (5% simulations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t + 1$</td>
<td>-0.200</td>
<td>-0.423</td>
</tr>
<tr>
<td>$t + 2$</td>
<td>-0.199</td>
<td>-0.410</td>
</tr>
<tr>
<td>$t + 3$</td>
<td>-0.187</td>
<td>-0.390</td>
</tr>
<tr>
<td>$t + 4$</td>
<td>-0.180</td>
<td>-0.387</td>
</tr>
<tr>
<td>$t + 5$</td>
<td>-0.170</td>
<td>-0.374</td>
</tr>
<tr>
<td>$t + 6$</td>
<td>-0.162</td>
<td>-0.357</td>
</tr>
<tr>
<td>$t + 7$</td>
<td>-0.153</td>
<td>-0.325</td>
</tr>
<tr>
<td>$t + 8$</td>
<td>-0.144</td>
<td>-0.296</td>
</tr>
<tr>
<td>$t + 9$</td>
<td>-0.136</td>
<td>-0.277</td>
</tr>
<tr>
<td>$t + 10$</td>
<td>-0.125</td>
<td>-0.250</td>
</tr>
</tbody>
</table>

In this case, a stronger correlation is observed in all periods (more than the double value). That is, the simulated projections of balances are more correlated in extreme scenarios.

### 6 Conclusion

We have presented a method that is useful to analyse panels of data that represent proportions of risk allocated to a given number of risk sources. There are many examples where this is applicable. Consider, for instance, a firm that has three plants located in different parts of the world and each of them producing losses or profits. The interest is in predicting the proportion of risk for each plant in the next period and to analyse which factors influence the compositional vector of proportions. The analysis can be done in certain periods of time, such as every month or every week.

A suggestion for future work is to include the possibility of a null contribution to risk. This would then also solve the problem of having a source of risk that suddenly disappears from the scene due to a default.
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